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Abstract

This paper develops the correspondence between equality reason-
ing with axioms using A-terms syntax, and reasoning using nomi-
nal terms syntax. Both syntaxes involve name-abstraction: A-terms
represent functional abstraction; nominal terms represent atoms-
abstraction in nominal sets.

It is not evident how to relate the two syntaxes because their
intended denotations are so different. We use universal algebra,
the logic of equational reasoning, a logical foundation based on an
equality judgement form which is spartan but which is sufficiently
expressive to encode mathematics in theory and practice.

We investigate how syntax, algebraic theories, and derivability
relate across A-theories (algebra over A-terms) and nominal algebra
theories.

Categories and Subject Descriptors F.4.1 [Mathematical logic]

Keywords Universal algebra, lambda-theories, nominal algebra,
permissive nominal terms.

1. Introduction

A-terms are a useful and important syntax in computer science.
Nominal terms, from [32], have been more recently developed.
What makes both A-term syntax and nominal term syntax inter-
esting is that they represent name-binding, but they do this in two
different ways:

e The basic equality for A-terms is a3(n)-equivalence. The no-
tion of substitution is capture-avoiding. The standard semantics
of name-abstraction is functional abstraction.

e The basic equality for nominal terms is a generalised form
of a-equivalence (without 3 or n). The notion of substitution
is capturing. The standard semantics of name-abstraction is
non-functional, and uses an atoms-abstraction construction in
Fraenkel-Mostowski sets (documented in [19]).

Universal algebra, the theory of equality, is perhaps the simplest
non-trivial logics. This paper develops the correspondence between
derivability in equational theories over A-terms (\-theories), and
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derivability in equational theories over nominal terms (nominal
algebra theories).

This is the simplest forum within which to address the following
question, which has been of interest right from the introduction of
nominal techniques in [10, 19]:

“What connections can be made between reasoning using
names and binding based on A-abstraction, and between rea-
soning using names and binding based on nominal atoms-
abstraction?”

For illustration, we consider some statements about first-order
logic and A-calculus, as written in the informal but rigorous lan-
guage of mathematical discourse, and translate them to equalities
on \-terms and on permissive nominal terms:

e “If a does not occur in ¢ then Va.¢ if and only if ¢.”

e “If a does not occur in ¢ then Vb.3a.¢ if and only if Ja.Vb.¢.”
® “If @ does not occur in ¢ then Aa.(ta) is equal to ¢.”

o “(Ab.t)bis equal to ¢ always.”

Suppose X is a permissive nominal unknown with permissions
set p(X) = comb, and suppose b € comb and a & comb (so in-
tuitively, X may be instantiated to a term mentioning b free but not
mentioning a free; formal definitions are in the body of the paper).
Then translations are as in the following small table:

A-terms

Ya.c=c
INa.VAb.(cb) = YAb.IAa.(ch)
lamAa.(ca) = ¢ lam[a](Xa) = X
(lamAb.c)b = ¢ (lam[p] X)b = X

Here, quantifiers feature as term-formers, and their binding be-
haviour is handled by (AMnominal)-abstraction; this is standard. In
the case of A-terms, the possibility of capture is implemented us-
ing application. In the case of nominal terms, capture-avoidance is
enforced by using names that are not in the permissions set comb.

Note here that lam is a term-former intended to represent \-
abstraction — whose behaviour, in the left-hand column but not in
the right-hand column, is axiomatised using a A-abstraction of a
A-terms syntax.

There are no types above, nor in the syntax we develop below.
We believe that types could easily be added to the proofs which fol-
low, and then it would be possible for example to make distinctions
between variables ranging over a type of truth-values and variables
ranging over a type of individuals. To the level of detail that inter-
ests us here, an untyped syntax is sufficient.

Some details of our translation between A-terms syntax and
nominal terms syntax are subtle; the translations of substitutions

nominal terms

V[ X = X
J[a]V[b] X = V[b]T[a] X
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and theories in particular are delicately assembled. Full details are
in the body of the paper.

However, it is not hard to give an overview of the technical
ideas involved, and they resonate with other work. We account
for the capturing substitution in nominal terms by translating to
‘raised’ A-terms, as in previous work [7, 6, 23]. Nominal atoms-
abstraction intuitively satisfies a-equivalence (not 3 or ), so the
translation identifies A-theories with nominal algebra theories con-
taining ULAME, a theory which has been identified in previous
work as axiomatising «Bn-equivalence [16, 18] (see also Defini-
tion 14).

The translation works for ‘sufficiently large’ finite-variable
fragments of both languages. As in [7] we do not present a sin-
gle fixed translation of terms and derivations and we suspect (but
do not prove) that such a translation does not exist. Our results only
work for afn-equivalence: a3 seems to be harder. Details follow
in the body of the paper.

We will now briefly motivate algebra as a canonical ‘simple but
useful’ logic, and discuss issues in the design of algebraic logics.

Algebraic logic. Algebraic logic is the theory of derivable equal-
ity between terms. For example, ‘universal algebra’ [4] is the theory
of equality between first-order syntax (syntax made of variables
and term-formers, also called function symbols). An algebraic the-
ory is just a collection of equalities which are asserted as axioms,
and any model of an algebraic theory should interpret derivably
equal terms as denotationally identical elements.

The judgement-form of algebra is » = s. This might seem
limited; for example there is no implication, so we cannot say ‘if’
or ‘but’. Yet surprisingly complex theories can be expressed using
just equalities, and then the limitations become an asset: if we know
that » = s then we can interchange r and s — with no ‘if’s and
‘but’s. This is particularly useful for compositional reasoning, and
that may be one reason that equality reasoning has been chosen as
the foundation of some large-scale implemented reasoning systems
like [20]. Also, logics of equality enjoy powerful mathematical
properties, like the HSP theorem [4, 11], which can be exploited
to prove non-trivial properties of algebraically-specified logic and
computation [25, 1, 29].

So universal algebra is interesting and important; in this paper,
we use equality as a logical judgement-form with which to explore
the implications of reasoning on different syntaxes with names and
binding.

Choosing a syntax for algebra: first-order, higher-order, and
nominal. When we design an algebraic logic we cannot choose
our logical connectives — because there are none — but we have
freedom in what syntax we use for r and s. So what syntax should
we use?

Equality over just first-order syntax is a suitable framework
for some exceedingly complex mathematics; consider for example
combinators and their theory. It is also possible to study systems
with binding using the so-called cylindric method [22]. This fixes a
term-former for each binder; for example the spirit of cylindric al-
gebra is that we axiomatise first-order logic in univeral algebra, and
this has one term-former for Vz, another for Vy, and so on; likewise
Salibra’s A-abstraction algebras [30, 25] axiomatise A-calculus in
universal algebra, and they have one term-former for Az, another
for Ay, and so on (so cylindric algebra and A-abstraction algebras
use infinitely many term-formers, and infinitely many axioms).

However, it is still important to consider algebra over syntax
with primitive support for binding. This is motivated by the need
for the mathematical study of informal practice, and the creation of
computing systems which match informal practice and are backed
by rigorous formal methods.

One syntax extending first-order syntax with binding is A-terms
syntax quotiented by af- or afn-equivalence. This is relevant
to practice as well as theory: pCRL2 is an algebraic reasoning
framework [20] which includes functions for usability and natural
expressiveness [21]; in his book [2] Peter Andrews presents a logic
Qp for mathematics as an equational theory on (typed) A-terms;
A-theories are equational theories on A-calculus syntax including
af-equivalence, studied by mathematicians, e.g. [24].

Nominal terms [32] provide primitive support for binding, via
a generalisation of a-binding. Nominal algebra [17] is the logic of
equality on nominal terms, introduced in [12, 13, 26]. It has been
tested as a logical framework, at least in principle, by using it to
axiomatise the A-calculus and first-order logic [ 18, 15].

A-terms’ natural denotation uses functions. In contrast, nominal
terms admit a denotation in a cumulative sets hierarchy in which
name-abstraction is interpreted using a non-functional abstraction
operation described in [19] with properties much like those of an
a-equivalence class (we do not consider denotations in this paper).

Translations between nominal unification [32] and higher-order
patterns [28] have been considered; by Cheney [5], Levy and Vil-
laret [23], and most recently by Dowek and the authors [7, 6]. This
recent work uses a permissive variant of nominal terms, which of-
fers advantages documented in [7, 6] and in this paper; to a first
approximation we can ignore the difference, but this paper is self-
contained and includes all relevant details of the permissive nomi-
nal syntax.

A difference between [23] and [7] is that [23] translates unifi-
ability whereas [7] translates unification problems and their solu-
tions. Now a substitution solving a unification problem is in a sense
a ‘derivation’ or ‘proof-object’ for its unifiability.

In this paper we use the same basic ideas as in [7], but we extend
them and take on the more complex task of translating derivations
of equality in the presence of axioms (i.e. we translate derivations
of equality modulo an arbitrary theory). This adds some technical
complexity which the permissive nominal framework handles very
well, but beyond that, this paper gives the details of a translation be-
tween logical reasoning over a functional syntax expressive enough
to be a framework for mathematics, and a similarly expressive one
over a nominal syntax.

2. Algebra-with-binding: nominal algebra and
A-theories

2.1 Permissive nominal algebra

We define permissive nominal terms (Definition 7). This features
a two-level syntax inherited from [32], and a capturing substitu-
tion (Definition 10). We define an equational theory on permissive
nominal terms (Definition 13); the notions of equational theory and
derivability are are based on those in [12, 14, 17], but here we use
a permissive nominal syntax. Proving properties of the connection
between nominal algebra and the permissive variant in this paper,
is future work; it will be similar to the relation between nominal
unification and permissive nominal unification [7].

We define an equational theory ULAME (Definition 14); it is
shown in [18] that we can think of this as ‘(37 for nominal atoms-
abstraction’. We will need this theory because our translation iden-
tifies the (weak) nominal atoms-abstraction with the (relatively
strong) A-terms functional abstraction.

Definition 1. Fix a countably infinite set A of atoms. a,b,c, ...
will range over distinct atoms (we call this the permutative con-
vention). Fix a set of term-formers. f, g, h will range over distinct
term-formers.



Definition 2. If f is a function from atoms to atoms define

nontriv(f) = {a | f(a) # a}.’

Definition 3. A permutation 7 is a bijection on atoms such that
nontriv(r) is finite. 7 and 7’ will range over permutations (not
necessarily distinct).

Write 7 o 7’ for the composition of 7 and 7’ (so (mo7’)(a) =
m(n’(a))). Write id for the identity permutation (so id(a) = a
always). Write (a b) for the swapping permutation that maps a to
b and b to a and all other c to themselves.

Definition 4. If S C A, define the pointwise action by:
m-S={m(a) |a €S}

Definition 5. Call S C A co-infinite when A \ S is infinite. Fix an
infinite, co-infinite set comb C A.

A permission set has the form 7 - (comb \ A) for a finite set
A CA. S, 8, T will range over permission sets.”

Definition 6. For each permission set S fix a disjoint countably
infinite set of unknowns of sort S. X, Y, Z, will range over
distinct unknowns. We write p(X) for the permission set of X.

Definition 7. Define (permissive nominal) terms by:
r 8, t,... n=al|7- X |f]|[ar|r'r

We write = for syntactic identity; » = s when r and s denote
identical terms.

Note that X (the unknown) is not a term, however 7 - X is a
term and in particular id - X is a term, which we may write as X.

The intended interpretation of permissive nominal terms follows
the interpretation of nominal terms [32]: atoms represent variables;
term-formers functions; unknowns meta-variables; abstraction [a]r
binding; and 7 - X a meta-variable with a suspended substitution,
like ‘t[y/z]’. The application r'r in this syntax is a priori just a
convenient way to attach terms together; we could just as well have
terms like f(r1, ..., 75 ). For our purposes in this paper, it is more
convenient to take as primitive a binary operator.

Definition 8. Define a permutation action by:
m-a=m7(a) m-f=f
7 [a]r = [w(a)](7 - 7)
Definition 9. Define free atoms fa(r) by:
fa(@)={a}  fa()=2  fa(r'r) = fa(r') U fa(r)
fa(la]r) = fa(r)\a}  fo(r-X) = 7p(X)

Note that fa(w - X) = 7 - p(X). An intuition for fa(r) is ‘the
free atoms we can have after instantiation’. Since r may contain
unknowns X, this need not be finite, though for each complete
instantiation of 7 the free atoms will be finite.

Definition 10. A substitution 6 is a function from unknowns to
terms such that fa(6(X)) C p(X) always (so p(X) describes the

!'We call this the support of 7 in [19]. There, ‘support’ has a specific tech-
nical meaning in the universe of Fraenkel-Mostowski sets. Here, we prefer
nontriv (for ‘nontrivial’) because the terminology immediately suggests
its definition.

2 Two notes about previous work:

Nominal sets [19] disallow comb because it lacks finite support; here, we
are working at the meta-level, and we can talk about any subset we like.

In [7, 6] we allow slightly more permissions sets, of the form (combU B) \
A for finite B. What we have defined here, will be enough for our needs.

‘permission’ we have to instantiate X, namely to terms with free
atoms in 9).’

0 will range over substitutions.

Write id for the identity substitution mapping X to id - X
always. It will be clear whether id means the identity substitution
or permutation.

Suppose fa(t)Cp
that [X:=¢](X) = t and [X

(X). Write [X:=t] for the substitution such
=t](Y) = 4d - Y for all other Y.

Definition 11. Define a substitution action on terms by:
al=a fO=f (r'r)0 = (v'0)(r)
([a]r)8 = [a](r0) (mX)0 = 70(X)

Consistent with [32] substitution for unknowns is capturing for
abstraction by atoms. Note that X 6 means ‘0 acting on id - X’ and
0(X) means ‘the function 6 at X".

We now set about defining permissive nominal algebra.

Definition 12. An axiom is a pair » = s. A (permissive nominal
algebra) theory is a set of axioms. T will range over theories.

Definition 13. Define derivable equality = by:

% (Ntran) r=r (Nrefl) %i (Nsym)
ﬁ (Nabs) - j:: ;: > (Napp)
T:(ab)-’r’ (N) W(re):ﬂ(se)(N r:s)

If T is a theory, write T = r = s when r = s is derivable, using
only instances (Nax[,?_,) where (r' = s') € T.
II will range over derivations.

Definition 14. Leta,b € comb. Let X, Z, and Z’ have permission
set comb. Let Y’ have permission set comb \ {b}. Let X’ have
permission set comb \ {a}. Define a theory ULAME by:

([eJo)X =X (NBvar)
(Ja] X)X = (NS#)
([a]Z)a=2Z (Ngid)
(el(0)2 g))x Bl(([a)2)Y") (Ngabs)
([ 2)X)((a)2)X) (NGapp)
[a)(X"a) = X' (Nn)

Remark 15. ULAME is a set with six elements. It is not an infinite
set determined by axiom-schemes.

The choice of atoms and unknowns in the axioms of ULAME
is not important because (Nax) has facilities to rename atoms
permutatively using a permutation 7, and to instantiate unknowns
using a substitution 6. The choice of atoms and unknowns in the
axioms of ULAME can be important for the technical details of the
proofs; see for example the case of (L G#) in Theorem 51.

ULAME originates in [16, 18], where the theory is proved sound
and complete for A-terms quotiented by a/3n-equivalence (with no
other equalities).

Example 16. Suppose p(X)=p(Y)=comb and a, b€ comb. We
sketch two ULAME derivations in calculational style; the full

3fa(6(X)) C p(X)’ looks absent in nominal terms theory ([32, Defini-
tion 2.13], [9, Definition 4]), yet it is there: see the conditions ‘V’ - 8(V)’
in Lemma 2.14, and ‘V F a#0(¢t)’ in Definition 3.1 of [32].



derivation trees can easily be reconstructed:

(B[l X)Y = (Bl([@](a’ @) - X))Y  (Na) a,a'¢fa((a]X)
— [@](([B]((’ ) - X))Y) (NBabs)
(bl ([alb))a = ([B)([a']b))a (Na) a,a'¢fa([a]b)
— [@](([B]b)a) (Nabs)
~ [d]a (Nvar)

Here, we choose a’ fresh, so @’ € comb (and by our permutative
convention a’ is not equal to a or b).

Definition 17. Define fV (r) b
fVia) =2 fVE(rey,..oorn)) = V() U--- U fV(rn)
fValr) =fv(r)  fV(r-X)={X}

Lemma 18 is a key difference from nominal terms. Later, when
we write ‘choose a fresh’, we are using Lemma 18:

Lemma 18. A\ fa(r) is always infinite.

Proof. By induction on r. We consider one case: fa(m - X) =
7 - p(X) and by assumption A \ (7 - p(X)) is infinite. O

The following lemmas are proved by inductions just as in [32]:
Lemma19. id -r=r,andn’ - (m-7) = (7' om) - 1.
Lemma 20. - fa(r) = fa(w - 7).
Lemma 21. 7 (rf) = (7 - r)6.

2.2 A-theories

Just as we did for nominal terms, we define A-terms syntax
and their (standard) capture-avoiding substitution action (Defini-
tions 22 and 26). We define a notion of derivable equality (Defini-
tion 28) up to aBn-equality, plus equational axioms; this is similar
to Andrews’s equational axiomatisation Qp [2] and to the axioms
of Salibra’s Lambda-Abstraction Algebras [30].

Note that we need n-equivalence for our later proofs to work.
The use of n-equivalence is consistent with other work, e.g. on
higher-order unification [8]. n-equivalence does sometimes make
theory easier; this paper is a case in point. We do not know if our
constructions can be made to work without 7, perhaps in a more
complicated form.*

Definition 22. Define \-terms by:
G h, .. io=a| X |f|Xag|gg

Here f ranges over term-formers, a ranges over atoms, and X
ranges over unknowns. g, h, k will range over A-terms.

Definition 23. Define a permutation action by:

ma = 7(a) X=X mf=f

m(Xa.g) = r(a).(mg)  m(g'g) = (mg')(mg)

Definition 24. Define free atoms by:

fala)={a}  fa(X)=2  fo(f)=0

fa(a.g)=fa(9)\{a}  fa(g'g)=fa(g")Ufa(g)
Definition 25. Call a function o from unknowns to A-terms a (\-
calculus) substitution. o will range over substitutions.
Write [ X :=h] for the substitution which maps X to h and maps

allother YtoY.

4To be specific: we use n-equivalence in Lemma 58. We need something
like this result for Theorems 62 and 65. If we drop 7 then we should mod-
ify the translations [-]2 and (-)? to be ‘more intelligent’, i.e. more com-
plicated, to compensate so that the n-equivalence of Lemma 58 becomes
syntactic identity or perhaps an a3-equivalence.

Definition 26. Define the capture-avoiding substitution action
go on A-terms by:

ac=a Xo=o(X) fo=f (d'g)o=(30)(g90)
(Aa.g)o = Aa.(go) (a & U{fa(o(X)) | X € fV(9)})
(Aa.g)o = Ab.(((ba)-g)o) (a € U{fa(c(X)) | X € fV(g)})

Definition 27. An axiom is a pair g = h. A (A-)theory is a set of
axioms. L will range over theories.

Definition 28. Define derivable equality by:

g:g/:g/,,_ " (Lran) — (Lre) %(Lsym)
Daayg =g ovar) % (LB#)
W)y = (Oaig) (Oam)g) - 2PP) % (L)
%(L’\) %(Lapp)
e go =t )

Write L = g = h when g = h is derivable using only instances

(Laxg/_y) for (¢ = h') € L. Also:

- Write g =,,, hwhen @+ g = h.

- Write g =,, h when @ I~ g = h with a derivation that does not
use (Ln).

- Write g =, h when @ I g = h with a derivation that does not
use (La), (Livar), (LG#). (Lid). (LGA). or (LBapp).

- Write ¢ =, h when @ g = h with a derivation that does not
use (L), (LpBvar), (LG#), (LBid), (LBA), or (L3app).

A will range over derivations.

Remark 29. Some comments on the provenance of these rules:

- (Lrefl), (Lapp), (LA), and (Ltran), have to do with equality
and are as one would expect.

- (Laxg_y,) is the axiom rule. The substitution o allows us to
instantiate unknowns in axioms (atoms can be substituted for
using A-abstraction and G-reduction).

- Other axioms are adapted from Andrews’s logic Qo [2], which
includes equality axioms for G-conversion (though they also look
a lot like Salibra’s axioms of Lambda-Abstraction Algebras [25,
Definition 20], and probably like other similar axiomatisations
t00).”

(Lpvar), (LBid), (LBA), and (LBapp) are exactly Andrews’s
axioms (42), (44), and (43). In the presence of a-conversion,
rules (43) and (44) let us ‘push a B-reduct into a term’ and it is
a fact that they give the power of (L3#).

(Lin) is n-equivalence. Andrews’s system does not include 7 —
if it had, it would probably have looked like (Ln).

(La) is a-equivalence. Andrews’s system includes an extension-
ality axiom expressed using an axiomatised V quantifier ((3a5 )
in [31, page 20]). It is possible to derive every instance of (L)
in Q. Since we do not axiomatise V, we must include (Lc)
(compare also with [25, Definition 20, rule («)]).

5 We first obtained the axioms from Tan’s thesis [31]. We are grateful for
his clear and accessible presentation of Andrews’s work.



3. Translating nominal terms into the \-calculus

We are now ready to translate nominal terms to A-terms (Defini-
tion 35). The translation follows [7] and is indexed by a vector of
atoms (Definition 30).

What does this vector mean? A difference between nominal
terms and A-terms is that the former permits capturing substitution
and the latter does not. However, as is well-known, the effect of
a capturing substitution can be obtained in A-terms by ‘raising’.
For example, the effect of the nominal term [a]X can be obtained
by Aa.(Xa), and the effect of the capturing substitution [X:=a]
on the nominal term [a] X can be obtained by the capture-avoiding
substitution [ X :=Ma.a]. Here, X is ‘raised’ over a.

Intuitively, the vector of the translation maps nominal terms to
‘raised’ A-terms; we raise over the indexing vector, thus deciding
once and for all, for each vector chosen, for which atoms we permit
capture. There is no canonical vector to raise over, but if we are
given a derivation in nominal algebra then we can raise over the
atoms in that derivation and, with a little further work, obtain a
valid derivation in A-calculus. This is Theorem 43.

The translation maps nominal terms atoms-abstraction [a]r to
A-terms functional abstraction Aa.g. Therefore, we also verify that
the axioms in ULAME translate to valid a3n-equivalences between
A-terms (Theorem 45).

Because theories may be infinite, we do not collect all the atoms
mentioned in a theory when we decide on an index to translate
it. Instead, we calculate the appropriate vector on an axiom-by-
axiom basis ([T], Definition 35). One unfortunate side-effect of
this is that when we try to use the translation of an axiom in the
translation of a derivation, the vectors may not match and we may
need to ‘reindex’. This is achieved by indexing the translation of
substitutions [#]% in Definition 35 over two vectors of atoms. The
same thing happened in [7] but for apparently different technical
reasons, and there may be some mathematics here to be brought
out proving the inevitability of this, in future work.

3.1 The translation [-]“, and its compositionality

‘We define the translation in Definition 35, and we prove a compo-
sitionality result (Theorem 40) for substitution relative to the trans-
lation; as discussed above, it is convenient to build into this result
the possibility to ‘reindex’ from a vector D to a vector E (this did
not happen in [7]). Note that compositionality holds only if there
are ‘enough atoms’, where ‘enough’ varies depending on the com-
plexity of the term and substitution we are considering.

Definition 30. Call a finite list of distinct atoms a vector. D will
range over vectors. Write [dy, . . ., dy] for the vector containing d;,
., dy, in that order.

Definition 31. We use the following notation: Suppose A C A.

- Write D N A for the vector of atoms in D that occur in A, in
order; thus [a1, az, as] N {a1,as,as} = [a1, as].

- Write D C A when every atom in D is in A.

- Write A C D when every atom in A is in D.

- Write D U A for the set of atoms appearing in D or A.

- If D and D’ are vectors, writt D C D’ when every atom in D
is contained in D’ (not necessarily in the same order).

- If 7 is a permutation and D = [dy, ..., dy], write 7 - D for the
vector [w(d1), ..., m(dn)] (the pointwise action).

Definition 32. Suppose D = [dy,...,dy]. Write AD.g as short-
hand for Adi....Ad,.g (a list of A-abstractions). Write g D as
shorthand for g d; . .. d,, (alist of applications).

Definition 33. Write atoms(D) for the set of atoms appearing in
D. Similarly write atoms(r) for the set of atoms appearing in 7
(for example, atoms((a b) - X) = atoms([a][b]X) = {a,b}); an

inductive definition will be in a longer version of this paper. We
will extend this notation to other tree-like structures as convenient,
including to derivations (as in atoms(II)) and to theories (as in
atoms(ULAME)).

Definition 34. For each finite set of atoms S make a fixed but
arbitrary choice of order on S.

Definition 35. Translate a nominal term r to a A-term [r]” by:
[a]” =a [r-X]"° = X(x - (DN p(X)))
] = 21”1 = F1PEP [P =

Extend the translation to substitutions, equalities, and theories by:

[015(X ) (Dﬁp( )) [o(x)1*
[r=s]” =[r]" [ I
[[T]]—{[[r—s]] |r=s€T}

In the translation of T, D is atoms(r) U atoms(s) in the order
chosen in Definition 34.

Lemma36. id-g=g andn-(r' -g)=(mon’)-g

Lemma 37. (M\a.g)a =, g.

b & fa(g) implies (Aa.g)b =,, (ab) - g.
If nontriv(mw) N fa(g) C D then (AD.g)m- D =_, 7 - g.

Proof. The first two parts can be proved by inductions on a measure
of the size of g.

For the third part, we work by induction on the length of D.
If D has one element we use the first part. Suppose D has more
than one element. Write 7’ = (w(a) a) o 7, head(D) = a, and
tail(D) = D' (head(D) is the first element in D and tail(D)
is the other elements). There are two cases, depending on whether
m(a) = a or w(a) # a. We consider only the case w(a) # a; the
other is similar.

Note the following facts: 7'(a’) = w(a’) for every a’ in D',
7' (a) = a, nontriv(r’)Nfa(g) € D', and (w(a) a) o’ = 7. We
reason as follows:

(AD.g)(7 - D) = (Aa.AD'.g)w(a)(x’ - D')  Facts
=, ( m(a)) - (()\D' g)n’-D')  First part, 7(a)€D’
( Ind. hyp.

Lemma 36 O
Lemma 38. [r-r]° == - [r]”

Proof. By induction on r. O
Lemma 39. fa([r]°) C fa(r).

Proof. By induction on r. We consider one case.

- The case m - X. We reason as follows, where [d1, ...
DN p(X):

7dn] -

fa([r - X]P) = fa(X7(dy) ... 7(dn)) Definition 35
= fa(w(d1))U...U fa(m(dy)) Definition 24
=m-(fa(d1)U...Ufa(d,))  Fact
Cr-fa(X) Definition 9
= fa(r - X) Definition 9 [J

Theorem 40. If atoms(r) C D then [r0]F =, [r]°[6]5.

Proof. By induction on r.



- Thecase - X. [0]B(X) =
inition 35. Then:

[(m-X)0]" = [ - 0(X)] "

A(D N p(X)).[0(X)]” by Def-

Definition 10

=7-[0(X)]" Lemma 38
=.; (ADNp(X).[0(X)]*) (-(DNp(X))) - Lemma 37
=(X(m (D N p(X))))[[H]] Definition 35
=[r- X]°[015 Definition 35

The use of Lemma 37 above is valid, since by assumption
nontriv(mw) C D, and so nontriv(m) N fa(8(X)) C D. The
result follows.

- The case [a]r. Choose b fresh, so b & fa([r0]°), b ¢

Uxev o) Ja([015(X)). and b & fa([r])”. Then:
[([a])0]F = [[a](r0)]® Definition 10
= Xa.([70]7) Definition 35
=, Ab.(ba) - [r0]® Lemma 39, b fresh
5 Ab. ( a) - ([r]P[6]%5) Inductive hypothesis
= ( (ba)-[r]P)[60]5 b fresh
= (Na.[r]P)[0]5 Lemma 39, b fresh
= ([[a)" ) [0] 5 Definition 35
The result follows. O

Example 41. Suppose a,a’ € comb and b ¢ comb. Consider

r = [b](b a) - X where p(X) = comb. Note that atoms(r) =
{a,b}. Take D = [a,b] and E = [a,a’,b]. It is a fact that
[F12 = Ab.(Xb).
Take @ = id. Then [0]5(X) = Aa.(Xaa'), and
[FIP1015 = (Ab.(Xb))[X:=Xa.(Xaa')]
= Ab.((Aa.(Xaa'))b)
=, \b.(Xba")
[r]® = Xb.(Xba')
Take § = [X:=a). Then [0]5(X) = Xa.a, and
[717 1015 = (Ab.(Xb))[X:=Aa.q]
= A\b.((Aa.a)b)
Ab.b

uf

[6]% = [[b)b] " = Ab.b
Finally, take § = [X:=a']. Then [0]5 (X
(Ab.(X))[X:=Aa.d']

[F1” 1615
Ab.((Aa.a’)b)
=, \b.d’

[ro]” E [[bla']? = Ab.d’

Now take D = [] and E = [a,a’,b], so that the condition of
Theorem 40 fails. It is a fact that [r]° = A\b.X. Take § = id.
Then [0]5(X) = Xaa’ and

["1° 1015 = (\o.X)[X:=Xad']
= \b.(Xaa")

[7]% = Ab.(Xba')

) = Xa.d’, and

3.2 Soundness of the translation

In Theorem 43 we show that derivable equality is preserved by
the translation, provided that the indexing vector is ‘large enough’.
We also verify that the axioms in ULAME translate to valid a37-
equivalences between A-terms (Theorem 45).

Lemma 42. IfI1 is a derivation of T r = sand T C T’ then
there exists a derivation IU' of T' & r = s, and atoms(Il) =
atoms(IT").

Similarly, if A is a derivation of L - ¢ = h and L C L’ then
there exists a derivation A" of L' = g = h, and atoms(A) =
atoms(A").

Proof. Since a derivation that mentions only axioms in T (or L) is
also one that mentions only axioms in T’ (or L"). O

Theorem 43. Suppose 11 is a derivation of T = r = s. Suppose
atoms(I1) C E. Then there is a derivation [II|* of [T] F [r]* =

[s1.

Proof By induction on II.
(Nref), (Ntran), (Napp), and (N)) translate to (Lref),
(Ltran), (Lapp), and (L) respectively.

- The case (Na). Suppose a,b & fa(r). Then a,b & fa([r]”
by Lemma 39. By (La), g =a (ab) - g. We use Lemma 42.

- The case (Nax[-%) for (r = s) € T.
Let D be the vector of atoms containing atoms(r) U atoms(s)
chosen in Definition 35.
We need to show that [T] - [« - (r0)]" = [«
we note the following:

[7 (O] =x - [r0]" Lemma 38
=, (\E.[r0]")r - E Lemma 37
=, AE.([r]"[0]5))7 - E Theorem 40
The use of Lemma 37 is valid since nontriv(r) C E by
assumption. The use of Theorem 40 is valid since atoms(r) C

D by assumption.
By the same reasoning for s we note that

[r- (s0)1° =, AE.([s]°[6]5))7
We use Lemma 42 and (LaxMD ) O

[r=s]P/"

- (s0)]". First,

Example 44. Suppose p(X) = comb and suppose a,a’ € comb
and b & comb. Consider term-formers A and E.

Consider a theory F with one axiom E[a]A[b] X =
[F] = {EAa.AMb.(Xa) = EXa.(Xa)}.

There is a trivial derivation of F + E[a]Ab]X = E[a]X
Take E = [a’,a,b]. It is not hard to construct a derivation of
[F] F EXa.AXb.(Xa'a) = EXa.(Xda'a), by instantiating X to
Xa' in [F].

Theorem 45. Suppose (r = s) € ULAME. For every w and 0,
[x - (r0)]” =, [ - (s0)]".

Proof. We consider just two axioms of ULAME:

- Axiom (Npgvar). Since (Aa.a)g =,, g and (Ab.b)g
always, by (LSvar).

- Axiom (NS#). The unknown X’ in (NG+#) has permission
set comb \ {a}. By Definition 10 a & fa(6(X")). By Lemma 39
also a ¢ fa([0(X')]P). The result follows using (LG#). O

E[a] X . Then

=am 9

afn

4. Translating back

In Section 3 we translated nominal algebra theories to A-theories.
Now, we translate A-theories to nominal algebra theories. As al-
ready discussed our translation identifies A-abstraction with nom-
inal atoms abstraction. Accordingly, it generates nominal algebra
theories that include ULAME (Definition 14).

4.1 The translation (-)”, and soundness

We define the inverse translation in Definition 47, then prove a
compositionality result (Lemma 49). This resembles Theorem 40
but it is technically simpler, and holds for all vectors E. Our
A-terms have no capturing substitution, so this makes sense; the



vector in (]—DD is just there to obtain inverse properties with respect
to [-]7, as we shall see later in Subsections 4.3 and 4.4.

We prove a soundness result for the translation (Theorem 51).
This resembles Theorem 43 but again, it is valid for all vectors.

Definition 46. Suppose D = [di,...,dy]. Continuing Defini-
tion 32 write [D]r as shorthand for [d1]. .. [dx]r (a list of atoms-
abstractions).

Definition 47. If g is a A-term and D is a vector of atoms, define a
nominal term (g)” by:

(@=a @\ =f (XP? =[DNp(X)]X
Pa-g)” = [a()”) (99" = g')"1a)”
Call o good when fa(o(X)) C p(X) for all X. Extend the trans-
lation to good substitutions, equalities, and theories by:
(o)5(X) = (o(X))"(D N p(X))

(g9 ="h)"=(g)” = (W)")
(L) ={(g =h)" | g=h e T} UULAME

(o good)

We take (o) to be undefined if o is not good. The condition
fa(a(X)) C p(X) is sufficient to ensure that fa((o)B) C p(X)
always, so that (o)% is a substitution when it is defined (Defini-
tion 10). This condition is ‘soft’ in a sense discussed in Subsec-
tion 4.2.

In the definition of (L), D is atoms(g) U atoms(h) in the order
chosen in Definition 34.

Note that (L) is the translation of the axioms in L, plus ULAME;
intuitively, ULAME represents the rules (LGvar), (LG#), (LSid),
(LBA). (LBapp), and (Ln).

Lemma 48. fa((9)") C fa(g).
Proof. By induction on g. O

Lemma 49. Suppose fa(c(X)) N D =] for every X € fV(g)
and suppose o is good. Then ULAME + (go)5 = (g)” (o) 5.

Proof. By induction on g. We consider one case:
- The case of X. Write S = p(X). We reason as follows:

ULAME F (X)? (o) ([DNSIX)(o)5
[D N S)(o)5(X)

o

Definition 11

(o (X)) (Nm)

The final step is valid, since fa(o(X)) N D = @& by assumption
and therefore by Lemma 48 also (o(X))* N (DN S) = 2. O

Definition 50. Call a derivation A good when o is good for every
(axg_y) in A.

Theorem 51. Suppose A is a good derivation of L = g = h. Then
for any E there is a derivation (A)® of (L) - (g)F = (h)F.

Proof. We work by induction on A:
- (Lrefl), (Ltran), (Lapp), and (L)) translate to (Nrefl),
(Ntran), (Napp), and (Nabs) respectively.

- The case (Lax§_p,). We want that (L) - (go)” = (ho)®.
By Lemma 49 (L) + (go)® = Qg[)ﬂ (]cr[)f‘]‘J and (L) F (ho)® =
()l (]UDﬁ (here [] is the empty list of atoms). Also by (Naxq
we have (L) + id - ((]g[)E(]a[)ﬁJ) =id - ((]h[)[](]UDﬁ:). The result

follows using (Ltran) and Lemma 36.
- The case (LB#). There are two cases:

Definition 47

[DNS]((e(X))F(DNS)) Definition 47

id, (o) ff
g:hl)“)

- L+ (Aa.h)g = h where a ¢ fa(h), and a is the atom we
chose to use in the axiom (N3#) of ULAME (Definition 14).

- L+ (Aa'.h)g = h where @’ & fa(h), and @’ is different from
the atom a we chose to use in axiom (N3#).

We consider only the second case; the first case is similar.

Let 7 be any permutation such that 7(a’) = a and such that

- (fa(h) U fa(g)) C comb (that is, ™ maps a’ to a and maps

the atoms in fa(h) to be inside comb, and the atoms in fa(g) to

be inside comb).

Let 0 be the substitution mapping X’ to 7' - ((h)¥) and X to

7t ((g)¥) and every other Y to id - Y.

We consider (Nax?[’:]x,)xzx,), where (([a] X)X = X') =

(INB#). We verify that this gives the right result:

By Lemmas 20 and 48 fa(m-((R)%)) C comb\{a} and fa(r -

((gD®)) C comb. Therefore, 6 is a substitution (Definition 10).

Also:

7 ((([a)X)X)0) =7 - ([a]7*-((R)F)) (= ((g)®)) Definition 11
= ([@'1((R)E)) ((g)*) Def. 8, Lem. 36
= (([a']R)g)® Definition 47

Similarly, 7 - (X'6) = (h)* as required.

- The case of (Lin) is similar (we translate to an instance of (Nax)
for (N77), and use Lemma 48).

- (Lpvar), (LSXA), (LBapp) translate to instances of (Nax) for
(NBvar), (NBA), and (NBapp) respectively. O

Example 52. Suppose p(X) = comb and suppose a,a’ € comb
and b € comb. Consider term-formers A and E.

Consider a theory G with one axiom EAa.AMb.(Xa) = EXa.(Xa).
Then (G) — {ElalA[b]((a] X )a) = Ela](([a]X)a)}.

There is a trivial derivation of G - EAa.AXb.(Xa) = EXa.(Xa).
Take E = []. It is not hard to construct a derivation of (G) F
E[a]A[b](Xa) = E[a](Xa), by instantiating X to Xa in (G) and
using (NgGid).

4.2 Making derivations good

Theorem 51 uses a condition that A is ‘good’ (Definition 50). But
what if we are given a A that is not? Lemmas 53 and 55 give senses
in which we need not worry about this.

Lemma 53. Suppose 11 is a derivation of T = r = s. Suppose
atoms(IT) C E. Then [T1]® from Theorem 43 is a good derivation
of [T]* = []" = [s]".

Proof. Examining the construction of [IT]¥ in the proof of Theo-
rem 43, it suffices to check that [#]5 is good for every 6 in II. Ex-
panding definitions, we must check that fa(ADNp(X).[8(X)]¥) C
p(X) always. This is by Lemma 39 (with r = id - X). O

Definition 54. Call a bijection on unknowns a renaming. p will
range over renamings.

Each p is also a substitution (Definition 25). Write gp for p
acting on g as a substitution. Write Lp for the set {gp = hp |
(g = h) € L}. Write (p*A) for the tree obtained by mapping
p oo )

every (axg_p) to (axg 7,

It is a fact that if A is a derivation of L - g = h then (p'A) is
a derivation of Lp - g = h.

Lemma 55. Suppose A is a derivation of L - g = h. Then there
exists a p such that (p* A) is a good derivation of Lp - g = h.

Proof. Let A be the set of all atoms mentioned in A. It suffices to
choose p such that for each X mentioned in A, A C p(p(X)). O



4.3 The translations [-] and (-) are inverse on theories

Our main result is Theorem 62. This matches A-theories with theo-
ries in nominal algebra that include ULAME.

Right from [32] the intuition of nominal terms and nominal
algebra has been that this is a weaker syntax and logic than A-terms
and A-theories; something that drops 3(n)—equivalence, but retains
just enough power to express binding. Theorem 62 is a way to make
this intuition formal, by identifying arbitrary theories over A-terms
with nominal algebra theories over ULAME.

Lemma 56. ULAME + ([a]r)a = 7.

b & fa(r) implies ULAME  ([a]r)b = (a b) - .

If nontriv(m) N fa(r) C D then ULAME + ([D]r)(w - D) =
T
Proof. For the first two parts, we reason as follows:

ULAME F ([a]r)a =T (Npid)

ULAME F ([a]r)b = ([b](ab) - )b (Na), a,b & fa([a]r)

=(ab)-r (Npid)

The proof of the third part is like the proof of the third part of
Lemma 37. O

Lemma 57. If atoms(r)CD then ULAME F ([r]°)® = r. Asa

corollary, if atoms(r)C D and ULAMECT then T + (][[r]]D[)D =

Proof. The corollary follows by Lemma 42. We prove the first part
by induction on 7:
- Thecase - X. Write S = p(X). We reason as follows:

ULAME F ([7 - X]P)P = (X (7 - (DN S)))P Definition 35
=([DNS|X)(x-(DNS)) Definition 47
=7-X Lemma 56

The use of Lemma 56 here is valid since nontriv(mw) C D by
assumption and S C D, and it follows by Definition 9 that
nontriv(m) N fa(X) CDNS. O

Lemma 58. [(g)”]" =, g.
As a corollary, L - [(g)P]® = g always.

Proof. The corollary follows by Lemma 42. We prove the first part
by induction on g. We consider one case:
- The case X. Write S = p(X). We reason as follows:

[(X)P1° =[P n SIX]P Definition 47
=AMDNS).(X(DNS)) Definition 35
=X (Lm) O
Definition 59. Suppose T and T’ are two theories. Write T —I- T’
when forall gand h, T+ g = hifand only if T' - g = h.
Similarly for L and L’.

Lemma 60. T 4+ T tfand only if T F g
(¢ =h") e T and also T' + g = h for every (
Similarly for L and L.

:hf r every
=h)eT

Proof. The left-to-right implication is immediate. The right-to-left
implication is by a routine induction on derivations. O

Lemma 61. We observe the following set inclusions:

atoms(r) C atoms([r]?) C atoms(r) U D
atoms(g) C atoms((g)°) C atoms(g) U D

Proof. By routine inductions on r and g. O

Theorem 62. [f ULAME C T then ([T]) -+ T.
[IL)] -+ L always.

Proof. We use Lemma 60.

Suppose (r = s) € T. Let D be the vector of atoms cho-
sen for atoms(r) U atoms(s) in Definition 34. By Lemma 61
atoms([r]”)Uatoms([s]°) = atoms(D). Therefore, ([r]°)° =
([s1°)7 € ([T]). By assumption atoms(r) C D and atoms(s) C
D. The result follows by (Ntran) and by Lemma 57.

Conversely, suppose (r = s) € ([T]). From Definition 47 and
Lemma 61 there are two cases:

- (r=s) € ULAME.
- (r=15) = ([1°)° = ([S1°)P) for some (' = s') € T.

We use Lemma 57 as before.

Suppose (9 = h) € L. Let D be the vector of atoms cho-
sen for atoms(g) U atoms(h) in Definition 34. By Lemma 61
atoms((g)” )Uatoms((h)”) = atoms(D). Therefore, ([(g)°]" =
[(R)PTP) € [(L)]. We use (Ltran) and Lemma 58.

Suppose (g = h) € [(L)]. There are two possibilities:

- (g =h) = ([r]° = [s]”) for some (r = s) € ULAME.

By Theorem 45 and Lemma 42, L - g = h.

- (g=h) = ([gD"]” = [(W')"]") for some (¢" = h') € L.

We use Lemma 58 as before. O

4.4 The translations [-]” and (-)” are inverse on
derivations, if D is sufficiently large

We now come to our main result; Theorem 67. Intuitively we can
read this as follows: we can translate between nominal algebra the-
ories (with ULAME) and A-theories. In both directions the transla-
tion uses a finite vector of atoms E. For derivability of equality to
be preserved in both directions, this vector must be ‘large enough’.

Thus, there is no fixed 1-1 correspondence between nominal
terms and A-terms, but we can translate between theories (Subsec-
tion 4.3) and for any given derivation of an equality, if we take a
large enough indexing vector, then we can also translate that deriva-
tion accurately between the two theories. There may always be an-
other derivation of a different equality, or even of the same equality,
that requires a different (possibly longer, possibly shorter) vector.

Note that we have not attempted to exhibit a ‘minimal’ vector
such that the translation works; this is future work. Perhaps the no-
tion of the capturable atoms of a nominal term may be relevant
here; it was used to measure the minimal raising required to trans-
late between nominal and higher-order unification [7].

Lemma 63. If 1l is a derivation of T = r = s then there exists
a derivation 110 of T + 10 = s0. Furthermore, atoms(II) C
atoms(I10) C atoms(IT) U |J{fa(0(X)) | X occurs in I1}.

Proof. We apply 6 to every term in II to obtain I16 and verify by
induction that I16 is a derivation of T F 70 = s6. O

Corollary 64. Suppose 11 is a derivation of T F (g)° = (h)”.
Suppose atoms(ULAME)C DCE. Then there is a derivation Il of
TF (g)” = (W7, and atoms(IT)Catoms(I')C atoms(IT)UE.

Proof. By Lemma 63 II(id) % is a derivation of T - (g)? (id)5 =
(R)P (id)%, and atoms(IT) C atoms(I1(id)%E) C atoms(I1)UD.
By Lemma 49 T F (g)” (id) % = (g)” and we see from the proof
of Lemma 49 that the atoms in the derivation are in atoms(g) U
E C atoms(II) U E. Similarly for h. We use (Ltran).

Theorem 65. Suppose ULAME C T.

- Suppose 1l is a derivation of Tkr=s Then [[Hﬂ is a deriva-
tion of [T] F [r]® = [s] for any E such that atoms(II) C E.

- Suppose [T] + [r]F = [s]¥ and atoms(r) U atoms(s) C E.
ThenThHr=s.

- Suppose A is a derivation of L = g = h. There exists a renaming
p (Definition 54) such that for any E, (Lp) - (g)® = (h)".



- Suppose (Lp) F (9)% = (R)E for some p and some E. Then
Lbg=h

Proof. - This is Theorem 43.

- Suppose [T] F [r]¥ = [s]® where atoms(r)Uatoms(s) C E.
By Lemma 53 and Theorem 51 ([T]) F ([*]*)Z = ([s]")".
By Theorem 62 ([T]) 4+ T. By Lemma 57 since ULAME C T
and atoms(r) C E, T+ ([r]®)” = r, and similarly for s. It
follows by (Ltran) that T F r = s as required.

- By Lemma 55 there exists a p such that (p™' A) is a good deriva-
tion of Lp = g = h. The result follows by Theorem 51.

- Suppose II is a derivation of (Lp) F (g)¥ = (h)*. Choose
any E’ such that E U atoms(II) U atoms(ULAME) C E'. By
Corollary 64 there is a derivation IT’ of (Lp) + Qg[)E/ = (]h[)E/
and atoms(I') C E'. By Theorem 43 [(Lg)] F [(9)®' 1% =
[(]h[)El]]E'. By Theorem 62 [[(Lp)] -+ Lp. By Lemma 58,
Lo+ [[(]g[)El]]E/ = g, and similarly for h. It follows by (Ltran)
that Lp - g = h. Since p is invertible, we can use Lemma 55 to
verify that L - g = h as required. O

Definition 66. Suppose ®(D) is some assertion (in English) which
depends on a vector D. Write “®(D) holds for sufficiently large
D” to mean “there exists a D such that for all D', if D C D’
(Definition 31) then ®(D’)”.

Theorem 67. Suppose ULAME C T. Then:

- Tk r=sifandonly if [T] F [r]® = [s]” for sufficiently
large E.

- Forany E, L = g = h if and only if there exists a p such that

(Lo (9D " = (R)".
Proof. Direct from Theorem 65. O

A stronger version of part 2 of Theorem 67 holds, where we
echo part 1 and write “for sufficiently permissive p”, meaning for
“p such that p(X) is sufficiently large for relevant X (generalising
Definition 66 to sets). Making this formal is for a longer paper.

5. Conclusions

Equational reasoning is simple, yet powerful. In this arena we have
addressed the question “what is the connection between truth and
derivability over nominal syntax, and truth and derivability over
higher-order syntax”.

No single translation offers itself — but for any given deriva-
tion we can find a sufficiently large indexing set to translate it be-
tween the two worlds. This makes sense, because nominal terms
unknowns X intuitively represent ‘any term, with a capturing sub-
stitution’, and a term may mention finite but unboundedly many
atoms. The translation also brings out some nice features of using
(permissive) nominal terms syntax, compared to A-terms syntax:

e Nominal terms are more elementary, in the sense that the prim-
itive theory of equality over nominal terms (no axioms) has
fewer axioms than the primitive theory of equality over A-terms
(which the results in this paper identify in a certain precise
sense with the axioms of ULAME). In other words: to reason
in permissive nominal algebra we do not need to include the
behaviour captured by the axioms in ULAME if we do not want
it, whereas to reason using A-terms, we must include that be-
haviour whether we want it or not (perhaps minus (L#)).°

6 This point also motivates higher-order patterns [27]. See [23, 7, 6] for the
connection with nominal terms.

e By design, nominal terms have a two-level variable structure
which directly models the behaviour of the informal meta-level
of mathematical discourse with its ‘object-level variables’ and
‘meta-level variables’ (see the example statements about first-
order logic and A-calculus in the Introduction). As we move
under abstractions, it is not necessary to maintain a list of names
for which we wish to permit capture; this list appears in this
paper as the D N p(X) in Definitions 35 and 47.

It is possible that logics based on nominal terms, of which permis-
sive nominal algebra is one example, might offer convenient rea-
soning frameworks for formalising informal reasoning about logic
and computation. It is a natural next step to study reasoning using
nominal terms in more detail, and this includes considering log-
ics with richer judgement-forms. We hope the techniques used here
will be prototypical for such logics.

Choice of permissive nominal terms over nominal terms The
nominal algebra presented in this paper is not identical to that
presented in [14, 26]. We use a ‘permissive’ variant which we find
simpler to define and manipulate. The connection with ‘standard’
nominal algebra will formally be developed in a later paper. We
will, however, sketch why we prefer to use permissive nominal
terms; for definitions and notation for nominal terms, see [32].

Nominal terms have no permissions sets. Instead there is a
freshness context, usually written A. A is a finite set of assertions
a#X; these correspond in the notation of this paper with a &
p(X) (“a is not in the permissions set of X ). Thus the translation
of Definition 35 would be indexed by A, so we might write it as
[7]3.

The difference is that we may need to change A, and there is no
natural notion of fa(r). Often, we must obtain fresh atoms; see for
example the case [a]r in Theorem 40. Using permissive nominal
terms such fresh atoms are readily available by Lemma 18. In the
theory of nominal terms this is not the case; for example A may
be empty and so provide no fresh atoms at all. Therefore, we would
have to extend A to a ‘freshly extended’ freshness context A" D A.
It might be useful to sketch what Theorem 40 would become:

Suppose atoms(r) C D. Then for any A, there exists some
freshly extended A’ O A such that [r0]%, =, [r]R/[0]ar 5

There is nothing mathematically wrong with this, but it is more
complex and this complexity propagates. Uses of the result may in-
volve reasoning on and possible extension of the freshness context;
this lengthens proofs, propagates to the statements of following re-
sults, and it introduces a non-trivial notion of state into our reason-
ing in the sense that the freshness contexts may get larger at each
reasoning step.

The use of permissive nominal syntax avoids this and so gives
us shorter and sweeter proofs.

Future work The algebras considered in this paper are unsorted
and untyped. A-terms are routinely given types; we could do the
same for nominal terms. A ‘function type’ « — [ would just
indicate a term binding of a variable of type « in a term of type
[ — but using axioms like those in ULAME we could also endow
this with functional behaviour if we wished.

The encoding of A-theories into nominal algebra theories sug-
gests we might be able to apply nominal algebra theorems to study
existing work on logic and computation phrased in universal al-
gebra. We have particularly in mind Salibra’s study of A-theories.
Nominal algebra satisfies some stronger properties than univeral
algebra, notably a strong version of the HSP theorem [ 1] which
factors also over atoms-abstraction. It may be possible to put
some constructions of Salibra, which he carries out specifically for
Lambda-Abstraction Algebras, into a nominal algebraic setting.

As discussed in Subsection 2.2, the proofs in this paper require
n-equivalence. [16, 18] consider a non-extensional theory ULAM



(it lacks (IN7)). It is future work to see whether the proof-methods
here can be adjusted to work without it. An overview of some
denotations for logic over non-extensional A-terms is [3].

It should be possible to use the translation of A-theories into
nominal algebra, to construct denotations for them in nominal sets
or variants of nominal sets. Conversely, if a nominal algebra theory
contains ULAME then it should be possible to give it a denotation
in functions (probably a rather large one, involving all possible
indexes over vectors of atoms).

It would be interesting to find a translation which is sound
and complete for atoms-abstraction withoutr ULAME: that is, can
we interpret nominal atoms-abstraction in A-syntax such that the
image of the translation does not satisfy (-equivalence? It might
then be possible to give denotations based on functions (as well as
those based on nominal sets [17]) to nominal terms and (arbitrary)
nominal algebra theories.
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